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(57) ABSTRACT

An identification method and an apparatus utilizing the
method are disclosed. The disclosed method comprises cap-
turing a first examining image at a first direction, performing
a face detection process on the first examining image to
identify a first face image in the first examining image, detect-
ing a number of straight lines which are within a detecting
image block of the first examining image but outside the first
face image, comparing the number of straight lines with a
quantity threshold to obtain a first judgment value, and judg-
ing if the first face image pass an examination at least accord-
ing to the first judgment value.
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IDENTIFICATION METHOD AND
APPARATUS UTILIZING THE METHOD

CROSS REFERENCE

The present application is based on, and claims priority
from, Taiwan Application Serial Number 102,147,471, filed
on Dec. 20, 2013, the disclosure of which is hereby incorpo-
rated by reference herein in its entirety.

TECHNIQUE

1. Field

The invention is related to an identification method and an
apparatus utilizing the same, and more particularly to an
identification method determining whether a user to be veri-
fied attempts to pretend to be someone else by analyzing the
characteristic in a verifying image and an apparatus utilizing
the method.

2. Background

The face identification and/or verification techniques were
usually utilized in places with high security requirement.
However, security systems with the face identification tech-
nique are now deployed in mansions or school laboratories
because people put more emphases on daily security manage-
ment.

However, conventional face identification systems usually
identify users according to face images stored in the database
thereof. Hence, security systems with face identification tech-
nique may be deceived by users pretending to be someone
else with pre-acquired face images.

SUMMARY OF THIS INVENTION

In one or more embodiments of this invention, an identifi-
cation method comprises the steps of: capturing a first veri-
fying image toward a first direction, identifying a first face
image in the first verifying image by performing a face detec-
tion process on the first verifying image, detecting an amount
of at least one straight lines within a detection image block in
the first verifying image but outside of the first face image,
obtaining a first determination value by comparing the
amount of the at least one straight lines with a threshold of
amount, and determining whether the first face image passes
an identification at least according to the first determination
value.

In one or more embodiments of this invention, an apparatus
for identification comprises an image capturing module and a
processing module. The image capturing module is used for
capturing a first veritfying image toward a first direction. The
processing module is electrically coupled to the image cap-
turing module and comprising a face identification unit, a line
detection unit, and a verification unit. The face identification
unit is electrically coupled to the image capturing module and
used for identifying a first face image in the first verifying
image by performing a face detection process on the first
verifying image. The line detection unit is electrically
coupled to the image capturing module and the face identifi-
cation unit and used for detecting an amount of at least one
straight line within a detection image block in the first veri-
fying image but outside of the first face image. The verifica-
tion unit is electrically coupled to the line detection unit, used
for obtaining a first determination value by comparing the
amount of the at least one straight lines with a threshold of
amount, and used for determining whether the first face image
passes an identification at least according to the first determi-
nation value.
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With the method or the apparatus according to at least one
embodiment of this invention, a verifying image having a face
image is captured. The amount of the straight lines within the
verifying image or the length of the straight lines within the
verifying image is calculated so as to determine whether a
user to be verified attempts to pretend to be someone else.

In order to make the aforementioned and other features of
the present invention more comprehensible, several embodi-
ments accompanied with figures are described in detail
below.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will become more fully understood
from the detailed description given herein below for illustra-
tion only, and thus are not limitative of the present invention,
and wherein:

FIG. 1 is a functional block diagram of an apparatus for
identification according to one embodiment of this invention;

FIG. 2 is a functional block diagram of a line detection unit
according to one embodiment of this invention;

FIG. 3 is a functional block diagram of a face identification
unit according to one embodiment of this invention;

FIG. 4A is a functional block diagram of a difference
calculation unit according to one embodiment of this inven-
tion;

FIG. 4B is a functional block diagram of a difference
calculation unit according to one embodiment of this inven-
tion;

FIG. 4C is a functional block diagram of a difference
calculation unit according to one embodiment of this inven-
tion;

FIG. 5A is a schematic view of the operation of an appa-
ratus of identification according to one embodiment of this
invention;

FIG. 5B is an image captured in the operation in FIG. 5A;

FIG. 5C is a schematic view of the operation of an appa-
ratus of identification according to another embodiment of
this invention;

FIG. 5D is an image captured in the operation in FIG. 5C;

FIG. 6A is a comparison between the first verifying image
and the second verifying image according to one embodiment
of this invention;

FIG. 6B is a comparison between the first verifying image
and the second verifying image according to another embodi-
ment of this invention;

FIG. 7A is a comparison between the first verifying image
and the second verifying image according to one embodiment
of this invention;

FIG. 7B is a comparison between the first verifying image
and the second verifying image according to another embodi-
ment of this invention;

FIG. 8A is a schematic view of the operation of an appa-
ratus of identification according to one embodiment of this
invention;

FIG. 8B is an image captured in the operation in FIG. 8A;

FIG. 8C is a schematic view of the operation of an appa-
ratus of identification according to another embodiment of
this invention;

FIG. 8D is an image captured in the operation in FIG. 8C;

FIG. 9A is a flowchart of the identification method accord-
ing to one embodiment of this invention; and

FIG. 9B is a flowchart of the identification method accord-
ing to another embodiment of this invention.

DETAILED DESCRIPTION OF THIS INVENTION

In the following detailed description, for purposes of
explanation, numerous specific details are set forth in order to
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provide a thorough understanding of the disclosed embodi-
ments. It will be apparent, however, that one or more embodi-
ments may be practiced without these specific details. In other
instances, well-known structures and devices are schemati-
cally shown in order to simplify the drawing.

As to an apparatus for identification according to one
embodiment of this invention, please refer to FIG. 1, which is
a functional block diagram of an apparatus for identification
according to one embodiment of this invention. As shown in
FIG. 1, the Apparatus for identification 1 may comprise an
image capturing module lland a processing module 13. The
processing module 13 is electrically coupled to the image
capturing module 11. Additionally, the processing module 13
may comprise a face identification unit 131, a line detection
unit 133, and a verification unit 135. The face identification
unit 131 is electrically coupled to the image capturing module
11. The line detection unit 133 is electrically coupled to both
of the image capturing module 11 and the face identification
unit 131. The verification unit 135 is electrically coupled to
the line detection unit 133.

The image capturing module 11 may be used for capturing
a first verifying image toward a first direction. The first veri-
fying image comprises an image of a user to be verified.
Hence, the first verifying image may be a head portrait of the
user to be verified, a half-length photographic portrait of the
user to be verified, or a full-length photographic portrait of the
user to be verified. The image capturing module 11 utilized in
one or more embodiments of this invention may be, for
example but not limited to, a still camera, a video camera, a
monitoring device, or any other devices applicable for cap-
turing/shooting image(s).

The face identification unit 131 may be used for identifying
a first face image in the first veritfying image by performing a
face detection process on the first verifying image. For
example, there may be a plurality of faces detected or identi-
fied in the first verifying image, but, ordinarily, the user to be
verified should be facing and close to the image capturing
module 11 the most. Hence, if multiple face images are
detected in the first verifying image when the conventional
face detection process is performed, a face image among the
multiple face images, which the corresponding face is facing
the image capturing module 11 and has an area greater than a
threshold or the biggest area of face, may be selected as the
first face image.

The line detection unit 133 may be used for detecting an
amount of at least one straight line within a detection image
block in the first verifying image but outside of the first face
image. For example, after the first face image is determined,
two image blocks in the left side of the first face image and in
the right side of the first face image within the first verifying
image can be selected to be the detection image blocks. In
another embodiment, the image block above the first face
image within the first verifying image can be selected to be
the detection image block. In yet another embodiment, the
first verifying image as a whole may be selected as the detec-
tion image block. In such embodiment, the user to be verified
may wear clothes with stripes, so the image block below the
first face image within the first verifying image can be
excluded so that the verification may be more accurate.

Please now refer to FIG. 2, which is a functional block
diagram of a line detection unit according to one embodiment
of this invention. As shown in FIG. 2, the line detection unit
133 may comprise a grayscale calculation circuitry 1331 and
a line identification circuitry 1333. The grayscale calculation
circuitry 1331 is electrically coupled to the image capturing
module 11 and the face identification unit 131, and the line
identification circuitry 1333 is electrically coupled to the
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grayscale calculation circuitry 1331 and the verification unit
135. To determine the amount of the straight line(s), the
grayscale calculation circuitry 1331 in the line detection unit
133 may firstly calculate a plurality of grayscales correspond-
ing to a plurality of pixels in the detection image block.
Specifically, the grayscale calculation circuitry 1331 calcu-
lates a grayscale for each pixel in the detection image block.
Afterwards, the line identification circuitry 1333 identifies at
least one straight line in the detection image block according
to these calculated grayscales.

After straight lines in the detection image block are iden-
tified, the line identification circuitry 1333 may further deter-
mine whether an identified straight line is roughly horizontal
or substantially vertical. For example, a straight line having
an angle relative to a horizontal line less than 5 degree may be
recognized as a line which is roughly horizontal. Certain
straight lines are selected accordingly, and the total amount of
the selected straight lines is then calculated. In another
embodiment, the line identification circuitry 1333 calculates
the total length of the selected straight lines. In yet another
embodiment, the line identification circuitry 1333 calculates
the total amount of pixels corresponding to the selected
straight lines.

Please refer back to FIG. 1. The verification unit 135 is used
for obtaining a first determination value by comparing the
amount of the at least one lines with a threshold of amount,
and determining whether the first face image passes an iden-
tification at least according to the first determination value.
For example, if the line detection unit 133 outputs the amount
of the selected lines and a threshold of the amount is set as
two, the first determination value will be set as “possible to be
false” when the amount of the selected lines is greater than
two. If only the first determination value is used for determin-
ing whether the first face image passes the identification, the
first face image will determined to be not passing the identi-
fication.

In another embodiment, if the line detection unit 133 out-
puts the total length of the selected lines, such as how many
pixels are occupied by the selected lines, the threshold of
amount may be set as 1024 or the number of pixels in one row
in the first verifying image. If the total length of the selected
lines is greater than the threshold of amount, the first deter-
mination value will be set as “possible to be false.” If only the
first determination value is used for determining whether the
first face image passes the identification, the first face image
will determined to be not passing the identification.

According to one embodiment of this invention, the afore-
mentioned modules and units may be used for determining,
according to the captured first verifying image, whether the
user to be verified attempts to pretend as he/she is someone
else by using a picture or a display device. If it is determined
that the user to be verified possibly attempts to pretend to be
someone else, the verification unit 135 in the processing
module 13 determines that the first face image in the first
verifying image fails to pass the identification. In one or more
embodiment of this invention, the processing module 13 and
the units therein may be realized with, for example but not
limited to, an application-specific integrated circuit (ASIC),
an advanced RISC machine (ARM), a central processing unit
(CPU), a mono-chip controller, or any other devices appli-
cable for performing arithmetic and/or manipulation.

In one embodiment of this invention, the image capturing
module 11 may further capture a second verifying image
toward the first direction. The face identification unit 131 may
further identifies a second face image in the second verifying
image by performing the face detection process on the second
verifying image. Specifically, the image capturing module 11
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may successively capture the first verifying image and the
second verifying image. If the user to be verified does not
attempt to pretend to be someone else with a picture or a
display device, the first face image in the first verifying image
will differ from the second face image in the second veritying
image corresponding to the first face image because of the
physiological responses of the human being. The physiologi-
cal responses of the human being are used in this embodiment
to help the apparatus for identification to determine whether
the user to be verified attempts to pretend to be someone else
with a picture or a display device.

In this embodiment, please refer back to FIG. 1. The pro-
cessing module 13 may further comprise a difference calcu-
lation unit 136 and a difference comparison unit 137. The
difference calculation unit 136 is electrically coupled to the
face identification unit 131, and the difference comparison
unit 137 is electrically coupled to the difference calculation
unit 136 and the verification unit 135.

The difference calculation unit 136 is used for calculating
an amount of differences by comparing the first face image
with the second face image. The difference comparison unit
137 is used for obtaining a second determination value by
comparing the amount of differences with a threshold of
difference. The verification unit 135 determines whether the
first face image passes the identification further according to
the second determination value. In one example, the user to be
verified may wear clothes with stripes or stand in front of a
closet. Hence, the verification unit 135 may calculate and
determine that the total amount of straight lines or the total
length of straight lines is greater than the threshold of difter-
ence, so the first determination value is set as “possible to be
false.” However, in this embodiment, it is probably deter-
mined that the user to be verified is blinking according to the
first verifying image and the second verifying image, so the
second determination value is set as “possible to be true.” The
processing module 13 may then assign the first determination
value and second determination value with different weight
values, so the verification unit 135 may determine whether the
first face image passes the identification according to the first
determination value with its weight value and the second
determination value with its weight value.

In one embodiment, please refer to FIG. 3, which is a
functional block diagram of a face identification unit accord-
ing to one embodiment of this invention. As shown in FIG. 3,
the face identification unit 131 may comprise a face identifi-
cation circuitry 1311 and an eye identification circuitry 1313.
The face identification circuitry 1311 may be electrically
coupled between the image capturing module 11 and the line
detection unit 133. The eye identification circuitry 1313 may
be electrically coupled to the face identification circuitry
1311 and the difference calculation unit 136. The face iden-
tification circuitry 1311 may perform the face detection pro-
cess on the first verifying image and/or the second verifying
image so as to identify the first face image and/or the second
face image.

When the first face image and the second face image are
identified or detected, the eye identification circuitry 1313
may, respectively, find the first eye image and the second eye
image in the first face image and the second face image. For
example, the first eye image may be one of two eye images in
the first face image, such as the right eye image in the first face
image, while the second eye image may be the corresponding
one of the two eye images in the second face image, such as
the right eye image in the second face image if the first eye
image is the right eye image in the first face image. As such,
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the difference calculation unit 136 can compare the first eye
image with the second eye image to obtain the amount of
differences accurately.

In one embodiment, please refer to FIG. 4A, which is a
functional block diagram of a difference calculation unit
according to one embodiment of this invention. As shown in
FIG. 4A, the difference calculation unit 136 may comprise a
ratio calculation circuitry 1361 and a ratio difference calcu-
lation circuitry 1363. The ratio calculation circuitry 1361 is
electrically coupled to the face identification unit 131, and the
ratio difference calculation circuitry 1363 is electrically
coupled to the ratio calculation circuitry 1361 and the differ-
ence comparison unit 137.

The ratio calculation circuitry 1361 may be used for cal-
culating a first pupil ratio between a first pupil image in the
first eye image and the first eye image and calculating a
second pupil ratio between a second pupil image in the second
eye image and the second eye image. In another embodiment,
the ratio calculation circuitry 1361 may calculates a first iris
ratio between a first iris image and the first eye image and a
second iris ratio between a second iris image and the second
eye image.

The ratio diftference calculation circuitry 1363 may be used
for obtaining the amount of differences by calculating a dif-
ference, or an absolute difference, between the first pupil ratio
and the second pupil ratio. In another embodiment, if the ratio
calculation circuitry 1361 calculates the iris ratio, the ratio
difference calculation circuitry 1363 may calculate the abso-
lute difference between the first iris ratio and the second iris
ratio. In practice, blinking is one of the physiological
responses of human beings, so it is inevitable to most people.
Accordingly, the first pupil ratio should be different from the
second pupil ratio unless the user to be verified pretend to be
someone else with a picture or a display device. Specifically,
the pupil ratio or the iris ratio when the user is keeping his/her
eyes open is different from the pupil ratio or the iris ratio when
the user is blinking. Hence, if the difference comparison unit
137 determines that the absolute difference between the first
pupil ratio and the second pupil ratio, which is the amount of
differences, is greater than the threshold of difference, the
difference comparison unit 137 may determine that the user to
be verified is blinking and the second determination value can
be set as “possible to be true.” On the contrary, if the differ-
ence comparison unit 137 determines that the absolute difter-
ence between the first pupil ratio and the second pupil ratio is
less than the difference ratio, the difference comparison unit
137 may determine that the user to be verified is not blinking.
Then the second determination value may be set as “possible
to be false” because the user to be verified may probably
pretend to be someone else with a picture or a display device.

In one embodiment, please refer to FIG. 4B, which is a
functional block diagram of a difference calculation unit
according to one embodiment of this invention. As shown in
FIG. 4B, the difference calculation unit 136 may comprise an
eye motion calculation circuitry 1364 and a position differ-
ence calculation circuitry 1366. The eye motion calculation
circuitry 1364 is electrically coupled to the face identification
unit 131, and the position difference calculation circuitry
1366 is electrically coupled to the eye motion calculation
circuitry 1364 and the difference comparison unit 137.

The eye motion calculation circuitry 1364 may be used for
identifying a first pupil image in the first eye image, calculat-
ing a first relative position between the first pupil image and
the first eye image, identifying a second pupil image in the
second eye image, and calculating a second relative position
between the second pupil image and the second eye image.
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Take the step of calculating the first relative position for
example, the eye motion calculation circuitry 1364 may
firstly find the dark portion (or gray portion, depending on the
race of the user to be verified) in the first eye image to set it as
the first pupil image or the first iris image. The eye motion
calculation circuitry 1364 then calculates the centroid of the
first eye image and the centroid of the first pupil image and
takes the relative position, such as a vector or a distance,
between the centroid of the first eye image and the centroid of
the first pupil image as the first relative position. With the
same or similar method, the second relative position can be
found between the second eye image and the second pupil
image.

The position difference calculation circuitry 1366 may be
used for obtaining the amount of differences by calculating a
difference between the first relative position and the second
relative position. For example, if the first relative position and
the second relative position calculated by the eye motion
calculation circuitry 1364 are two vectors, the position dif-
ference calculation circuitry 1366 will calculate a vector
which is the difference between those two vectors. The posi-
tion difference calculation circuitry 1366 also takes the length
of'the calculated vector to be the amount of differences. If the
first relative position and the second relative position calcu-
lated by the eye motion calculation circuitry 1364 are two
distances, the difference between those two distances is taken
as the amount of differences.

In practice, the eye movement is usually an unintentional
behavior to the user to be verified. Hence, the difference
comparison unit 137 may determine whether the eyes of the
user to be verified are moved according to the aforementioned
amount of differences. If the amount of differences was
greater than the threshold of difference, the eyes of the user to
be verified are moved and the difference comparison unit 137
may set the second determination value as “possible to be
true.” Otherwise, the difference comparison unit 137 may set
the second determination value as “possible to be false.”

In one embodiment, please refer to FIG. 4C, which is a
functional block diagram of a difference calculation unit
according to one embodiment of this invention. As shown in
FIG. 4C, the difference calculation unit 136 may comprise a
blinking determination circuitry 1367 and a blinking differ-
ence calculation circuitry 1369. The blinking determination
circuitry 1367 is electrically coupled to the face identification
unit 131, and the blinking difference calculation circuitry
1369 is electrically coupled to the blinking determination
circuitry 1367 and the difference comparison unit 137.

The blinking determination circuitry 1367 may be used for
determining whether the first eye image and the second eye
image are similar images according to similarity criteria and
calculating an area of the first eye image and an area of the
second eye image when the first eye image and the second eye
image are not similar images. [ftwo images were determined
according to the similarity criteria to be similar images/
shapes, these two images have the same shape but different
scales.

If the blinking difference calculation circuitry 1369 was
informed by the blinking determination circuitry 1367 that
the first eye image and the second eye image are similar
images, it means that the user to be verified is not blinking and
the amount of differences is set to be zero. Otherwise, the
blinking difference calculation circuitry 1369 will calculate
the ratio between the area of the first eye image and the area
of'the second eye image to obtain the amount of differences.
For example, if the ratio is 1.2, the amount of differences will
be set to be 1.2. If the ratio is 0.8, the amount of differences
will be setto be 1.25. To be simplified, after the ratio between
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the first eye image and the second eye image is calculated, the
amount of differences is as the ratio only if the ratio is greater
than one. If the ratio was less than one, the amount of differ-
ences can be set as one over the ratio.

In this embodiment, the threshold of difference may be set
as one, so when the user to be verified is blinking, the amount
of differences will be greater than the threshold of difference
and the difference comparison unit 137 will set the second
determination value as “possible to be true.” Otherwise, the
amount of differences will be less than the threshold of dif-
ference and the difference comparison unit 137 will assume
that the user to be verified might pretend to be someone else
with a display device or a picture. Accordingly, the second
determination value will be set as “possible false.”

In one embodiment, please refer back to FIG. 1. The appa-
ratus for identification 1 may further comprise a light source
15. The light source 15 is electrically coupled to the process-
ing module 13 and used for casting light toward a second
direction to make the first face image to have at least one spot
corresponding to the light source 15. The second direction
may be parallel to the first direction in one embodiment, while
these two directions are not parallel in another embodiment.
If'the second direction is parallel to the first direction, the light
source 15 should cast light to the edge of the face of the user
to be verified. If two directions are not parallel, the position
onto which the light source 15 casts light is not limited. The
light source 15 may have a specified predetermined pattern.
For example, the predetermined pattern may be stripes or
plaids. In one or more embodiments of this invention, the light
source 15 may be composed of light emitting diodes (LEDs)
or any other light emitting devices. In one embodiment, the
light emitted by the light source 15 may be infrared or ultra-
violet and the image capturing module 11 should be able to
detect infrared or ultraviolet correspondingly. In such
embodiment, the user to be verified is not aware of the fact
that the apparatus of identification 1 takes the light source 15
and the pattern thereof as assistances, so the probability that
the user to be verified would try to cheat the identification
mechanism with the assistances is reduced and the security is
then improved.

In this embodiment, the processing module 13 may further
comprise a shade calculation unit 138. The shade calculation
unit 138 is electrically coupled to the light source 15, the face
identification unit 131, and the verification unit 135. The
shade calculation unit 138 may be used for obtaining a third
determination value by determining whether the spotis varied
according to the predetermined pattern. For example, if the
light source 15 casts light onto the face of the user to be
verified with a pattern of the plaid, the spots in the first face
image will vary irregularly because the face of the user to be
verified is not a plain surface. On the contrary, if the user to be
verified attempts to pretend to be someone else with a picture
or a display device, the light emitted from the light source 15
will casted onto the picture or the display device. The surface
of the picture or the surface of the display device is a plain
surface or a smooth curved surface, so the spots in the first
face image will vary regularly, such as from a circle to a
ellipse or from a square to a rectangular, a rhombus or a
parallelogram. Hence, the shade calculation unit 138 deter-
mines that the spots varies irregularly, the shade calculation
unit 138 may set the third determination value as “possible to
be true.” Otherwise, the third determination value may be set
as “possible to be false.”

Additionally, the light source 15 may be a light source
without specific predetermined pattern. When such light
source 15 casts light onto a plain surface such as a picture or
a display device, the first face image in the first verifying
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image will have a uniform shade. On the contrary, if the light
source 15 casts light onto the face of'the user to be verified, the
first face image will have fractal shades. The shade calcula-
tion unit 138 may accordingly generate the third determina-
tion value so that the verification unit 135 may determine
whether the face image corresponds to a real face. More
explicitly, when a real human face is illuminated by the light
source 15, there may be shadow in some parts on the face such
as the orbital, the alae of the nose, or the ear. On the contrary,
when the face image in a picture is illuminated by the light
source 15, there is no shadow in the aforementioned parts of
the face. Hence, the shade calculation unit 138 may generate
the third determination value according to whether there is
particular shadow in the face image. In this embodiment, the
processing module 13 may assign the first determination
value and the third determination value with different weight
values, so the verification unit 135 may determine whether the
first face image passes the identification according to the first
determination value with its weight value and the third deter-
mination value with its weight value.

In another embodiment, the processing module 13 may
take the first determination value, the second determination
value, and the third determination value into consideration
and give these three determination values with different
weight value. Then the verification unit 135 may determine
whether the first face image passes the identification accord-
ing to these three determination values and their correspond-
ing weight values. For example, the first determination value
may have a weight value of 0.3 and the second determination
value may also have a weight value of 0.3, while the third
determination value may have a weight value of 0.4. If both of
the first determination value and the second determination
value are “possible to be true” and the third determination
value is “possible to be false,” the calculated probability that
the first face image should pass the identification is:

P(1)=0.37+0.37T+0.4F=0.6T

Hence, the probability of which the first face image should
pass the identification is 60%. However, what percentage of
the probability should be determined to be true and the weight
value of each determination value can be determined by the
person having ordinary skill in the art.

To understand how the apparatus of identification 1 works
in practice, please refer to FIG. 1 and FIG. 5A through FIG.
5D, wherein FIG. 5A is a schematic view of the operation of
an apparatus of identification according to one embodiment
of this invention, and FIG. 5B is an image captured in the
operation in FIG. 5A, and FIG. 5C is a schematic view of the
operation of an apparatus of identification according to
another embodiment of this invention, and FIG. 5D is an
image captured in the operation in FIG. 5C. As shown in FIG.
5A, the user to be verified 30 is standing in front of the
apparatus of identification 1, and the image capturing module
11 of the apparatus of identification 1 captures the first veri-
fying image toward the first direction 101. The captured
image, the first verifying image F31, is as shown in FIG. 5B.
The line detection unit 133 in the processing module 13
chooses the detection image block DR31 from the first veri-
fying image F31 and calculates the amount of straight lines
outside of the face image but within the detection image block
DR31. As shown in FIG. 5B, there is no straight line outside
of'the face image but within the detection image block DR31,
so the amount of straight lines is zero. Accordingly, the veri-
fication unit 135 determines the amount of straight lines is
less than the threshold of amount and set the first determina-
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tion value as “possible to be true.” Then the first face image is
determined according to the first determination value to pass
the identification.

If the user to be verified wants to pretend to be someone
else with a picture, as shown in FIG. 5C, the picture 31 is used
by the user to be verified 32 to pretend to be someone else. The
first verifying image captured by the image capturing module
11 is as shown in FIG. 5D. The line detection unit 133 in the
processing module 13 selects the detection image block
DR32 from the first verifying image F32 and calculates the
amount of straight lines outside of the face image but within
the detection image block DR32. As shown in FIG. 5D, the
straight lines outside of the face image but within the detec-
tion image block DR32 are the first straight line .1, the
second straight line [.2, and the third straight line [.3, so the
amount of the straight lines is three. If the threshold of amount
is set to be two, the verification unit 135 may determine that
the amount of straight lines is greater than the threshold of
amount and set the first determination value as “possible to be
false.” In another embodiment, if the number of pixels occu-
pied by the straight lines [.1, 1.2, and L3 is larger than the
number of pixels within one raw of the first verifying image
F32, so the verification unit 135 may set the first determina-
tion value as “possible to be false.”” Eventually, the first face
image is determined to fail to pass the identification according
to the first determination value.

In another embodiment of this invention, please refer to
FIG. 1,FIG. 6A, and FIG. 6B, wherein FIG. 6A is a compari-
son between the first verifying image and the second verify-
ing image according to one embodiment of this invention, and
FIG. 6B is acomparison between the first verifying image and
the second verifying image according to another embodiment
of this invention. As shown in FIG. 6A, if the user to be
verified standing directly in front of the apparatus of identi-
fication 1, the difference calculation unit 136 may firstly
calculate the first relative position between the first eye image
FE1 and the first pupil image B1 in the first verifying image
F31. Then the second relative position between the second
eye image FE2 and the second pupil image B2 in the second
verifying image F31' is also be calculated. The first relative
position is different from the second relative position because
the user to be verified would unintentionally move his/her eye
balls. Accordingly, the difference calculation unit 136 may
calculate the amount of differences, and the difference com-
parison unit 137 would compare the amount of differences
with the threshold of difference. Because the amount of dif-
ferences is greater than the threshold of difference, the second
determination value may be set as “possible to be true.”

On the contrary, if the user to be verified attempts to pre-
tend to be someone else with a picture, as shown in FIG. 6B,
the difference calculation unit 136 may firstly calculate the
first relative position between the first eye image FE3 and the
first pupil image B3 in the first verifying image F41. Then the
second relative position between the second eye image FE4
and the second pupil image B4 in the second verifying image
F41' is also be calculated. Then, the difference comparison
unit 137 may determine that the amount of differences is not
greater than the threshold of difference and set the second
determination value as “possible to be false” accordingly.

Inyetanother embodiment, pleaserefer to FIG. 1, FIG. 7A,
and FIG. 7B, wherein FIG. 7A is a comparison between the
first veritying image and the second verifying image accord-
ing to one embodiment of this invention, and FIG. 7B is a
comparison between the first verifying image and the second
verifying image according to another embodiment of this
invention. As shown in FIG. 7A, if the user to be verified is
directly standing in front of the apparatus of identification 1,
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the difference calculation unit 136 may firstly calculate the
first pupil ratio between the first eye image FES and the first
pupil image B5 in the first verifying image F51. The second
pupil ratio between the second eye image FE6 and the second
pupil image B6 in the first verifying image F51' may be also
calculated. The first pupil ratio is different from the second
pupil ratio because the user to be verified would unintention-
ally blink. Hence, the difference calculation unit 136 may
obtain the amount of differences according to these two pupil
ratios, and the difference comparison unit 137 may compare
the amount of differences with the threshold of difference.
The second determination value may be set as “possible to be
true” because the amount of differences is greater than the
threshold of difference.

On the contrary, if the user to be verified attempts to pre-
tend to be someone else with a picture, as shown in FIG. 7B,
the difference calculation unit 136 may firstly calculate the
first pupil ratio between the first eye image FE7 and the first
pupil image B7 in the first verifying image F52. The second
pupil ratio between the second eye image FE8 and the second
pupil image B8 in the second verifying image F52' may also
be calculated. The first pupil ratio is equal to the second pupil
ratio, so the difference comparison unit 137 would determine
that the amount of differences is not greater than the threshold
of difference and set the second determination value as “pos-
sible to be false”

As to how the apparatus of identification 1 works in yet
another embodiment of this invention, please refer to FIG. 1
and FIG. 8A through FIG. 8D, wherein FIG. 8A is a sche-
matic view of the operation of an apparatus of identification
according to one embodiment of this invention, and FIG. 8B
is an image captured in the operation in FIG. 8 A, and FIG. 8C
is a schematic view of the operation of an apparatus of iden-
tification according to another embodiment of this invention,
and FIG. 8D is an image captured in the operation in FIG. 8C.
As shown in FIG. 8A, the user to be verified 30 is standing in
front of the apparatus of identification 1. The image capturing
module 11 captures the first verifying image F61 toward the
first direction 101. The light source 15 having a specific
predetermined pattern cast light toward the second direction
103. The captured image, the first verifying image F61, is as
shown in FIG. 8B. The spot SP61 corresponding to the light
source 15 may be found in the face image in the first verifying
image F61. The spot SP61 varies irregularly because of the
shape ofthe real human face, so the shade calculationunit 138
may calculate the variation and set the third determination
value as “possible to be true.”

If'the user to be verified attempts to pretend to be someone
else with a picture, as shown in FIG. 8C, the picture 31 is used
by the user to be verified 32 to pretend to be someone else. The
first verifying image F62 captured by the image capturing
module 11 is as shown in FIG. 8D. The shade calculation unit
138 in the processing module 13 may calculate that the spot
SP62 in the first verifying image F62 does not vary irregu-
larly, and the spot SP62 further extends to a region outside of
the face image. Hence, the shade calculation unit 138 may set
the third determination value as “possible to be false.”

Hence, the apparatus of identification 1 according to one or
more embodiments of this invention may determine whether
the user to be verified attempts to pretend to be someone else
with a picture or a display device according to at least one of
the determination criteria aforementioned. Each criterion
may be applied solely, and more than one criteria may be
applied together to increase the reliability of the disclosed
apparatus.

In one embodiment of this invention, the identification
method may be concluded as shown in FIG. 9A, which is a
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flowchart of the identification method according to one
embodiment of this invention. As shown in step S901, cap-
turing a first verifying image toward a first direction. As
shown in step S903, identifying a first face image in the first
verifying image by performing a face detection process on the
first verifying image. As shown in step S905, detecting an
amount of at least one line within a detection image block in
the first verifying image but outside of the first face image. As
shown in step S907, obtaining a first determination value by
comparing the amount of the at least one lines with a thresh-
old of amount. As shown in step S909, determining whether
the first face image passes the identification at least according
to the first determination value.

In another embodiment of this invention, the flow of the
disclosed method may be concluded as shown in FIG. 9B,
which is a flowchart of the identification method according to
another embodiment of'this invention. As shown in step S911,
capturing a first verifying image toward a first direction. As
shown in step S913, capturing a second verifying image
toward the first direction. As shown in step S921, identifying
a first face image in the first veritfying image by performing a
face detection process on the first veritfying image. As shown
in step S923, identifying a second face image in the second
verifying image by performing the face detection process on
the second veritying image. As shown in step S931, detecting
an amount of at least one line within a detection image block
in the first verifying image but outside of the first face image.
As shown in step S933, obtaining a first determination value
by comparing the amount of the at least one lines with a
threshold of amount. As shown in step S941, calculating an
amount of differences by comparing the first face image with
the second face image. As shown in step S943, obtaining a
second determination value by comparing the amount differ-
ences with a threshold of difference. As shown in step S950,
determining whether the first face image passes the identifi-
cation according to the first determination value and the sec-
ond determination value.

With the apparatus of identification and the corresponding
method disclosed in one or more embodiments of this inven-
tion, after a verifying image is captured, the amount of
straight lines within the verifying image but outside of the
face image is analyzed so that whether there is a frame of a
picture or a frame of a display device is determined. Besides,
the differences between a plurality verifying images may be
analyzed as well so as to determine whether the face image in
the verifying image is corresponding to a real person or a
picture, a display device, etc. As such, the user to be verified
is prevented from attempting to pretend to be someone else
with a picture or a display device, so the reliability and the
security of the identification are improved.

It will be apparent to those skilled in the art that various
modifications and variations can be made to the disclosed
embodiments. It is intended that the specification and
examples be considered as exemplary only, with a true scope
of'the disclosure being indicated by the following claims and
their equivalents.

The invention claimed is:

1. An identification method, comprising:

capturing a first verifying image toward a first direction;

identifying a first face image in the first verifying image by
performing a face detection process on the first verifying
image;

detecting an amount of at least one straight line within a
detection image block in the first verifying image but
outside of the first face image;
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obtaining a first determination value by comparing the
amount ofthe at least one straight line with a threshold of
amount;

determining whether the first face image passes an identi-

fication at least according to the first determination
value;

capturing a second verifying image toward the first direc-

tion;

identifying a second face image in the second verifying

image by performing the face detection process on the
second verifying image;

calculating an amount of differences by comparing the first

face image with the second face image; and
obtaining a second determination value by comparing the
amount differences with a threshold of difference;

wherein whether the first face image passes the identifica-
tion is determined further according to the second deter-
mination value.

2. The identification method according to claim 1, wherein
the at least one straight line has an angle relative to the
horizontal line or relative the vertical line which is less than an
angle threshold.

3. The identification method according to claim 1, wherein
the step of detecting the amount of the at least one straight line
within a detection image block in the first verifying image but
outside of the first face image comprises:

calculating a plurality of grayscales corresponding to a

plurality of pixels in the detection image block; and
identifying the at least one straight line within the detection
image block according to the plurality of grayscales.

4. The identification method according to claim 1, wherein
the step of calculating the amount of differences comprises:

identifying a first eye image in the first face image;

identifying a second eye image in the second face image
corresponding to the first eye image; and

calculating the amount of differences according to the first

eye image and the second eye image.

5. The identification method according to claim 4, wherein
the step of calculating the amount of differences according to
the first eye image and the second eye image comprises:

calculating a first pupil ratio between a first pupil image in

the first eye image and the first eye image;

calculating a second pupil ratio between a second pupil

image in the second eye image and the second eye
image; and

obtaining the amount of differences by calculating a dif-

ference between the first pupil ratio and the second pupil
ratio.

6. The identification method according to claim 4, wherein
the step of calculating the amount of differences according to
the first eye image and the second eye image comprises:

identifying a first pupil image in the first eye image;

calculating a first relative position between the first pupil
image and the first eye image;

identifying a second pupil image in the second eye image;

calculating a second relative position between the second

pupil image and the second eye image; and

obtaining the amount of differences by calculating a dif-

ference between the first relative position and the second
relative position.

7. The identification method according to claim 4, wherein
the step of calculating the amount of differences according to
the first eye image and the second eye image comprises:

determining whether the first eye image and the second eye

image are similar images according to similarity criteria;
setting the amount of differences to be zero when the first
eye image and the second eye image are similar images;
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calculating an area of the first eye image and an area of the
second eye image when the first eye image and the
second eye image are not similar images; and

obtaining the amount of differences by calculating a ratio
between the area of the first eye image and the area of the
second eye image.

8. The identification method according to claim 1, further

comprising:

casting light toward a second direction with a light source
to make the first face image to have at least one spot
corresponding to the light source, wherein the light
source has a predetermined pattern;

obtaining a third determination value by determining
whether the spot is varied according to the predeter-
mined pattern; and

determining whether the first face image passes the iden-
tification further according to the third determination
value.

9. The identification method according to claim 1, further

comprising:

casting light toward a second direction with a light source
to make the first face image to have at least one shade
corresponding to the light source;

obtaining a third determination value according to the
shade; and

determining whether the first face image passes the iden-
tification further according to the third determination
value.

10. An apparatus for identification, comprising:

an image capturing module, for capturing a first verifying
image toward a first direction; and

a processing module electrically coupled to the image cap-
turing module, the processing module comprising:

a face identification unit electrically coupled to the
image capturing module, for identifying a first face
image in the first verifying image by performing a
face detection process on the first verifying image;

a line detection unit electrically coupled to the image
capturing module and the face identification unit, for
detecting an amount of at least one straight line within
a detection image block in the first verifying image
but outside of the first face image;

a difference calculation unit electrically coupled to the
face identification unit, for calculating an amount of
differences by comparing the first face image with the
second face image; and

a difference comparison unit electrically coupled to the
difference calculation unit, for obtaining a second
determination value by comparing the amount of dif-
ferences with a threshold of difference;

a verification unit electrically coupled to the line detection
unit, for obtaining a first determination value by com-
paring the amount of the at least one straight line with a
threshold of amount, and determining whether the first
face image passes an identification at least according to
the first determination value;

wherein the image capturing module further captures a
second verifying image toward the first direction, and
the face identification unit further identifies a second
face image in the second veritying image by performing
the face detection process on the second verifying
image, and

wherein whether the first face image passes the identifica-
tion is determined further according to the second deter-
mination value.

11. The apparatus according to claim 10, wherein the line

detection unit comprises:
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a grayscale calculation circuitry electrically coupled to the
image capturing module and the face identification unit,
for calculating a plurality of grayscales corresponding to
a plurality of pixels in the detection image block; and

a line identification circuitry electrically coupled to the
grayscale calculation circuitry, identifying the at least
one straight line within the detection image block
according to the plurality of grayscales.

12. The apparatus according to claim 10, wherein the face

identification unit comprises:

a face identification circuitry electrically coupled to the
image capturing module, for identifying a first face
image in the first verifying image by performing a face
detection process on the first verifying image and iden-
tifying a second face image in the second verifying
image by performing the face detection process on the
second verifying image; and

an eye identification circuitry electrically coupled to the
face identification circuitry and the difference calcula-
tion unit, for identifying a first eye image in the first face
image and identifying a second eye image in the second
face image corresponding to the first eye image;

wherein the difference calculation unit calculates the
amount of differences according to the first eye image
and the second eye image.

13. The apparatus according to claim 12, wherein the dif-

ference calculation unit comprises:

aratio calculation circuitry electrically coupled to the face
identification unit, for calculating a first pupil ratio
between a first pupil image in the first eye image and the
first eye image and calculating a second pupil ratio
between a second pupil image in the second eye image
and the second eye image; and

aratio difference calculation circuitry electrically coupled
to the ratio calculation circuitry and the difference com-
parison unit, for obtaining the amount of differences by
calculating a difference between the first pupil ratio and
the second pupil ratio.

14. The apparatus according to claim 12, wherein the dif-

ference calculation unit comprises:

an eye motion calculation circuitry electrically coupled to
the face identification unit, for identifying a first pupil
image in the first eye image, calculating a first relative
position between the first pupil image and the first eye
image, identifying a second pupil image in the second
eye image, and calculating a second relative position
between the second pupil image and the second eye
image; and

a position difference calculation circuitry electrically
coupled to the eye motion calculation circuitry and the
difference comparison unit, for obtaining the amount of

5

10

25

30

35

40

45

50

16

differences by calculating a difference between the first
relative position and the second relative position.

15. The apparatus according to claim 12, wherein the dif-
ference calculation unit comprises:

a blinking determination circuitry electrically coupled to
the face identification unit, for determining whether the
first eye image and the second eye image are similar
images according to similarity criteria and calculating
an area of the first eye image and an area of the second
eye image when the first eye image and the second eye
image are not similar images; and

a blinking difference calculation circuitry electrically
coupled to the blinking determination circuitry and the
difference comparison unit, for setting the amount of
differences to be zero when the first eye image and the
second eye image are similar images and obtaining the
amount of differences by calculating a ratio between the
area of the first eye image and the area of the second eye
image when the first eye image and the second eye image
are not similar images.

16. The apparatus according to claim 10, further compris-
ing a light source electrically coupled to the processing mod-
ule, wherein the light source has a predetermined pattern and
is used for casting light toward a second direction to make the
first face image to have at least one spot corresponding to the
light source, and the processing module further comprises:

a shade calculation unit electrically coupled to the light
source, the face identification unit, and the verification
unit, for obtaining a third determination value by deter-
mining whether the spot is varied according to the pre-
determined pattern;

wherein the verification unit determines whether the first
face image passes the identification further according to
the third determination value.

17. The apparatus according to claim 10, further compris-
ing a light source electrically coupled to the processing mod-
ule, wherein the light source is used for casting light toward a
second direction to make the first face image to have at least
one shade corresponding to the light source, and the process-
ing module further comprises:

a shade calculation unit electrically coupled to the light
source, the face identification unit, and the verification
unit, for obtaining a third determination value according
to the shade;

wherein the verification unit determines whether the first
face image passes the identification further according to
the third determination value.
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